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Preliminaries

Bernoulli process
A Bernoulli process is a finite or infinite sequence of
independent random variables (“trials”) X1, X2, X3,. . . , such that

For each i , the value of Xi is either “success” or “failure”
For all values of i , the probability that Xi is “success” is the
same number p.

Sum of geometric series
Let z ∈ R, |z| < 1. Then

∞∑
k=1

zk = z + z2 + z3 + . . . = − 1 + 1 + z + z2 + z3 + . . .

=
∞∑

k=0

zk − 1 =
1

1− z
− 1=

z
1− z
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Binomial Distribution

Example 1(a)

25 % of the families in a village have a subscription to a local newspaper. If
we ask 10 families if they have a subscription what is the probability that
exactly 4 do?

Define X := ] families with subscription (out of the 10)

Data:



1 We ask 10 times (10 trials)

2 Each time 25 % prob. of “success”
(S vs. F)

3 Independent (outcomes of) trial


Bernoulli
process

P(SNSSNNSNNN) =
0.25·0.75·0.25·0.25·0.75·0.75·0.25·0.75·0.75·0.75 = (0.25)4 ·(0.75)6

We can pick 4 families in
(

10
4

)
ways

Conclussion: P(X = 4) =
(

10
4

)
· (0.25)4 · (0.75)6 ≈ 0.146

We say: X has a binomial distribution with parameters n = 10 (the number of
trials) and p = 0.25 (success probability)
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Binomial Distribution

Binomial distribution
If we do n independent trials, where each time the success probability is
p ∈ [0, 1], and we define X to be the number of successes, then X ∼ B(n, p),
and hence

P(X = k) =
(

n
k

)
︸ ︷︷ ︸

pick
k out
of n

· pk︸︷︷︸
k successes,

each with
probability p

· (1− p)n−k︸ ︷︷ ︸
n − k

failures

, k = 0, 1, 2, . . . , n

Moreover, X ∼ B(n, p)⇒ E(X ) = n p,V (X ) = n p(1− p)

Look in book:
Appendix 1 (pp. 726-731): Table of P(X ≤ k)
Apply: P(X = k) = P(X ≤ k)− P(X ≤ k − 1)

In Example 1 (a)
P(1 ≤ X ≤ 3) = P(X ≤ 3)− P(X ≤ 0) = 0.7759− 0.0563 = 0.7196
If (n, p) is not in the table, then make the calculation yourself!
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Binomial Distribution

Example 2(a)
A bag contains 2 red, 3 blue, and 5 black marbles. We pick out 1 at random,
write down the color, and then put it back. We repeat the procedure 7 times.

Define X := ] blue marbles

Data:


1 7 trials that are independent

2 Each time the probability to pick a
red, blue, or black marble is the
same


Bernoulli
process

X ∼ B(n, p) with n = 7, p = 3
10 = 0.3

P(X = 4) =
(

7
4

)
· (0.3)4 · (0.7)3 ≈ 0.0972
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X ∼ B(n, p) with n = 7, p = 3
10 = 0.3

P(X = 4) =
(

7
4

)
· (0.3)4 · (0.7)3 ≈ 0.0972
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Example 2(b)
A bag contains 2 red, 3 blue, and 5 black marbles. We pick out 1 at random,
write down the color, and then put it back. We repeat the procedure 7 times.

Define X := ] blue marbles, Y := ] red marbles

X ∼ B(7, 0.3), Y ∼ B(7, 0.2) ⇒ X + Y ∼ B(n, p) with n = 7,
p = 5

10 = 0.5

P(X = 2,Y = 1) = P(X = 2|Y = 1) · P(Y = 1)

= P(X = 2|Y = 1) ·
(

7
1

)( 2
10

)1 ( 8
10

)6
= . . .

For Y = 1:

 1 6 trials left, still independent

2 P({blue}) = 3
8 all the time


Bernoulli
process
with
n = 6, p = 3

8

. . . =

(
6
2

)
·
(

3
8

)2

·
(

5
8

)4

·
(

7
1

)(
2

10

)1( 8
10

)6

=
189

1600
≈ 0.118
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Observation
In the previous example . . .

P(

B︷ ︸︸ ︷
X = 2,

R︷ ︸︸ ︷
Y = 1) =

(
6
2

)
·
(

3
8

)2

·
(

5
8

)4

·
(

7
1

)(
2

10

)1( 8
10

)6

=

(
7
1

)
·
(

6
2

)
· 32 · 54

86 · 21 · 86

107

=
7!

1! 2! 4!
·
(

3
10

)2

·
(

5
10

)4

·
(

2
10

)1

book
=

(
7

1, 2, 4

)
︸ ︷︷ ︸
] divisions

of group of size 7
into groups of
size 1, 2, and 4

(
3

10

)2

︸ ︷︷ ︸
P({blue})

2×

·
(

5
10

)4

︸ ︷︷ ︸
P({black})

4×

·
(

2
10

)1

︸ ︷︷ ︸
P({red})

1×
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Observation (cont.)
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⇒ “Trinomial” distribution:


1 n independent trials
2 3 possible outcomes per trial

with constant probabilities
⇒ corresponding process very similar to Bernoulli process
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Multinomial distribution - formulation
If we have more than 2 possible outcomes, we call the distribution
multinomial.

Notation X ∼ M(n; p1, p2, . . . pm)
Computation:

P(x1 = k1,x2 = k2, . . . , xm = km)

=
n!

k1! · k2! . . . · km!
· pk1

1 · p
k2
2 · . . . · p

km
m

with
∑m

i=1 pi = 1,
∑m

j=1 kj = n

Example 2(c)
A bag contains 2 red, 3 blue, and 5 black marbles. We pick out 1 at random,
write down the color, and then put it back. We repeat the procedure 7 times.
What is the probability of picking 2 red, 2 blue, and 3 black marbles?

X1 : ] red, X2 : ] blues, X3 : ] blacks, p1 = 2
10 , p2 = 3

10 , p3 = 5
10

P(X1 = 2,X2 = 2,X3 = 3) = 7!
2!·2!·3! · (2/10)2 · (3/10)2 · (5/10)3 =0.0945
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Multinomial Distribution

Multinomial distribution - formulation
If we have more than 2 possible outcomes, we call the distribution
multinomial.
Notation X ∼ M(n; p1, p2, . . . pm)
Computation:

P(x1 = k1,x2 = k2, . . . , xm = km)

=
n!

k1! · k2! . . . · km!
· pk1

1 · p
k2
2 · . . . · p

km
m

with
∑m

i=1 pi = 1,
∑m

j=1 kj = n
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And now . . .

1 Binomial, Multinomial Distributions
Preliminaries
Binomial Distribution
Multinomial Distribution

2 Hypergeometric Distribution

3 Geometric Distribution
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Example 2(d)
A bag contains 2 red, 3 blue, and 5 black marbles. What if we take the
marbles without replacement? Let’s pick 4

X : ] blues, Y : ] reds

P(X = 2) =

(
3
2

)(
7
2

)
(

10
4

) =
3
10

,

P(Y = 1) =

(
2
1

)(
8
3

)
(

10
4

) =
8

15

P(X + Y = 3) =

(
5
3

)(
5
1

)
(

10
4

) = 5/21

P(X = 2,Y = 1) =

(
3
2

)(
2
1

)(
5
1

)
(

10
4

) = 1/7

Corresponding distribution: Hypergeometric ( HW: derive general formula +
try odd exercises from Sections 5.3 & 5.4)
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1 Binomial, Multinomial Distributions
Preliminaries
Binomial Distribution
Multinomial Distribution

2 Hypergeometric Distribution
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Example 1 (b)

25 % of the families in a village have a subscription to a local newspaper
Define Z: ] families we have to ask such that the last family we ask is the first
one that has a subscription

P(Z = 1) = 0.25

P(Z = 2) = 0.75 · 0.25

P(Z = 3) = 0.75 · 0.75 · 0.25

P(Z = k) = 0.75k−1 · 0.25

If we change 0.25 into a p ∈ [0, 1], then P(Z = k) = (1− p)k−1 · p⇒
Geometric distribution G(p)
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Geometric Distribution G(p)

If X ∼ G(p), then P(X = k) = (1− p)k−1 · p

Expectation of Geometric Distribution
Let X ∼ G(p). Derive E(X ) :

E(X ) =
∞∑

k=1

k(1− p)k−1p = p
∞∑

k=1

(− d
dp

(1− p)k )

= p
d

dp
(−

∞∑
k=1

((1− p)k )) = p
d

dp
(− 1− p

1− (1− p)
)

= p
d

dp
(
p − 1

p
) = p

1
p2 =

1
p

book: Theorem 5.4
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Geometric distribution

If we have a Bernoulli process (a number of independent trials, each with
success probability p) and X is the RV that is the trial giving the first success,
then X ∼ G(p) and

P(X = k) = (1− p)k−1 · p
E(X ) = 1

p

V (X ) = 1−p
p2
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