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What is Erlang PDF?

Let X1, Xz, ... X, be 1ID exponentially distributed RV’s with parameter X. Then
def

the RV X = Xi + Xo + ... + X, has an Erlang distribution with parameters n
and A\, X ~ Erl(n, \),
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with parameters nand A
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Example 5(c) (from before)

Suppose on average 6 people call some service number per minute. What is
the probability that it takes at least one minute for 3 people to call?
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In a Poisson process the sum of n interarrival times has an Erlang distribution
with parameters nand A
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Application of Erlang distribution
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Suppose on average 6 people call some service number per minute. What is
the probability that it takes at least one minute for 3 people to call?

@ Z = 3 interarrival times
@ Z ~ Erl(3,18) (A = 18 for 3—minute time-unit)

1 0o 3N yn—1 o 183 . x2
P(Z > §)_/l mexp(f>\x)dx_/ o1 exp(—18 x)dx

— {g : (71178) x? exp(f18X)]

8 =

—1
=y
o0
1
=y

18% (> 2 2
+7/1 ﬁxexp(—18x)dxf [—162x exp(—18x)]




Erlang distribution
L]

Application of Erlang distribution
In a Poisson process the sum of n interarrival times has an Erlang distribution
with parameters nand A

Example 5(c) (from before)

Suppose on average 6 people call some service number per minute. What is
the probability that it takes at least one minute for 3 people to call?

@ Z = 3 interarrival times
@ Z ~ Erl(3,18) (A = 18 for 3—minute time-unit)

1 0o 3N yn—1 o 183 . x2
P(Z > §)_/l mexp(f>\x)dx_/ o1 exp(—18 x)dx

— {g : (71178) x? exp(f18X)]

8 =

—1
=y
o0
1
=y

18% (> 2 2
+7/1 ﬁxexp(—18x)dxf [—162x exp(—18x)]

I [324~(—11—8)x exp(—18x)] + 18/ exp(—18 x) dx
3

X=

W=




Erlang distribution
L]

Application of Erlang distribution
In a Poisson process the sum of n interarrival times has an Erlang distribution
with parameters nand A

Example 5(c) (from before)

Suppose on average 6 people call some service number per minute. What is
the probability that it takes at least one minute for 3 people to call?

@ Z = 3 interarrival times
@ Z ~ Erl(3,18) (A = 18 for 3—minute time-unit)

1 oo )\n Xn71 oo 183 . X2
> )= R . - = -
P(Z > 3) /; =) exp(—A x) dx / o1 exp(—18 x) dx

— {g : (71178) x? exp(f18X)]

8 =

—1
=y
o0

1
=y

18% (> 2 2
+7/1 ﬁxexp(—18x)dxf [—162x exp(—18x)]

oo oo

I [324~(—11—8)x exp(—18x)] +18 exp(—18 x) dx
1

x=3%

= [18 exp(—6) + 6 exp(—6) — exp(—18 x)] .~

1
3



Erlang distribution
L]

Application of Erlang distribution
In a Poisson process the sum of n interarrival times has an Erlang distribution
with parameters nand A

Example 5(c) (from before)

Suppose on average 6 people call some service number per minute. What is
the probability that it takes at least one minute for 3 people to call?

@ Z = 3 interarrival times
@ Z ~ Erl(3,18) (A = 18 for 3—minute time-unit)

1 oo )\n Xn71 oo 183 . X2
> )= R . - = -
P(Z > 3) /; =) exp(—A x) dx / o1 exp(—18 x) dx

— {g : (71178) x? exp(f18X)]

8 =

—1
=y
o0

1
=y

18° [ 2 2

+7/1 ﬁxexp(—18x)dxf [—162x exp(—18x)]

I [324~(—11—8)x exp(—18x)] +18 exp(—18 x) dx
1

x=3%

1
3
= [18 exp(—6) + 6 exp(—6) — exp(—18x)].~1 ~ 0.0620

1
3



Erlang distribution
[ ]

Gamma distribution




Erlang distribution
[ ]
Gamma distribution

Derivation

One can prove that

(n—1)!




Erlang distribution
[ ]
Gamma distribution

Derivation

One can prove that

(n—1)= /OOO """ exp(—t)dt

Define the so-called Gamma-function:




Erlang distribution
[ ]
Gamma distribution

Derivation

One can prove that

(n—1)= /OOO """ exp(—t)dt

Define the so-called Gamma-function:

def

M(e) :/ t* "exp(—t)dt fora eR
0




Erlang distribution
[ ]
Gamma distribution

Derivation

One can prove that

(n—1)= /OOO """ exp(—t)dt

Define the so-called Gamma-function:

def

M(e) :/ t* "exp(—t)dt fora eR
0

a ya—I1

M(a)

Thenf(x) = exp(—Ax) forx > 0 and 0 elsewhere




Erlang distribution
[ ]
Gamma distribution

Derivation

One can prove that

(n—1)= /OOO """ exp(—t)dt

Define the so-called Gamma-function:

def

M(e) :/ t* "exp(—t)dt fora eR
0

M(a)

is a PDF. An RV with such a PDF has so-called Gamma distribution with
parameters aw and A\, X ~ I'(\, a)

Thenf(x) = exp(—Ax) forx > 0 and 0 elsewhere
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Gamma distribution

Derivation

One can prove that

(n—1)= /OOO """ exp(—t)dt

Define the so-called Gamma-function:

def

M(e) :/ t* "exp(—t)dt fora eR
0

M(a)

is a PDF. An RV with such a PDF has so-called Gamma distribution with
parameters aw and A\, X ~ I'(\, a)
(Plug in n=1 or « = 1 to obtain the exponential distribution)

Thenf(x) = exp(—Ax) forx > 0 and 0 elsewhere
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with parameters p = 505 grams and o = 5 grams.
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A=X+Y
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Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(a) What is the probability that the net weight of a pack is at least 500
grams?
P(X >500) = P(Z > 20— — 7500 505 — 1)
=1-P(Z<—-1)=1 ~0.1587 = 08413

(b) What is the probability that the gross weight of a pack is between 510
and 520 grams? A : gross weight of a pack

A= X+ YNN(,ux-l—uYﬂ/Ui—i—af,) = N (505 + 10, VB2 + 1)
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The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters 1 = 505 grams and o = 5 grams.

(c) What is the probability that the gross weight of 10 packs is between
5120 and 5170 grams? B : Gross weight of 10 packs,
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(c) What is the probability that the gross weight of 10 packs is between
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Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters 1 = 505 grams and o = 5 grams.
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Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters 1 = 505 grams and o = 5 grams.

(c) What is the probability that the gross weight of 10 packs is between
5120 and 5170 grams? B : Gross weight of 10 packs,
B =31 (X + Vi), with X; ~ N(505,5), Vi ~ N(10,1)
B~ N(0ux +10py,4/100% +1002) = N(5150, /260)
= 7 = B—5150 NN(O,1)

/260
5120 — 5150 5170 — 5150
P(5120 < B<5170) =P — <Z< ——
( - ) ( v 260 - 260 )

= P(-186<Z<124) =P(Z<1.24)— P(Z < —1.86)
=0.8925 — 0.0314 = 0.8611
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with parameters p = 505 grams and o = 5 grams.
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(d) 80 % of the gross weight of the packs is heavier than a particular
weight. What is that weight?
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But P(Z<z)=0.2forz=-0.84
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with parameters p = 505 grams and o = 5 grams.

(d) 80 % of the gross weight of the packs is heavier than a particular
weight. What is that weight? A ~ N(515, v/26)
P(A> a) = 0.8. What is a? Consider Z = -2 ~ N(0, 1)

a—515
PA>a)=P(Z> =0.8
(A= 2) ( - V26 )

a—>515
=P(Z< =0.2
( V26 )

But P(Z<z)=0.2forz=-0.84
Apparently 22 = —0.84 = a = —0.84 V26 + 515 = 510.7




Various Exercises

Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(d) 80 % of the gross weight of the packs is heavier than a particular
weight. What is that weight? A ~ N(515, v/26)
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PA>a)=P(Z> =0.8
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=P(Z< =0.2
( V26 )

But P(Z<z)=0.2forz=-0.84
Apparently 22 = —0.84 = a = —0.84 V26 + 515 = 510.7
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The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(d) 80 % of the gross weight of the packs is heavier than a particular
weight. What is that weight? A ~ N(515, v/26)
P(A> a) = 0.8. What is a? Consider Z = -2 ~ N(0, 1)
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PA>a)=P(Z> =0.8
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Apparently 22 = —0.84 = a = —0.84 V26 + 515 = 510.7

n general

@ X~N(uo)and P(X<x)=p,P(Z<z=%2)=p
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Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(d) 80 % of the gross weight of the packs is heavier than a particular
weight. What is that weight? A ~ N(515, v/26)
P(A> a) = 0.8. What is a? Consider Z = -2 ~ N(0, 1)

a—515
PA>a)=P(Z> =0.8
(A= 2) ( - V26 )

a—>515
=P(Z< =0.2
( V26 )

But P(Z<z)=0.2forz=-0.84
Apparently 22 = —0.84 = a = —0.84 V26 + 515 = 510.7

n general

@ X~N(uo)and P(X<x)=p,P(Z<z=%2)=p
@ Look up z in table A3 and then calculate x = o x + p
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V(X1) + V(X2)




Various Exercises

Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(e) What is the probability that the difference of net weights of two packs is
lower or equal than two grams? X, Xo ~ N/(505, 5)
Q: P(|Xi —X| <2)=P(-2< Xi — X2 < 2)
Xo ~ N(px, — p1x,), 03—, = / V(X1 — Xz)
V(Xi — Xo) = V(X)) + V(=X2) = 12 V(X)) + (—1)2 V(X) =
V(X1) + V(X2)

Hence X1 — X2 ~ N(0, /0% +0%,)
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Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(e) What is the probability that the difference of net weights of two packs is
lower or equal than two grams? X, Xo ~ N/(505, 5)
Q: P(|Xi —X| <2)=P(-2< Xi — X2 < 2)
Xo ~ N(px, — p1x,), 03—, = / V(X1 — Xz)
V(Xi — Xo) = V(X)) + V(=X2) = 12 V(X)) + (—1)2 V(X) =
V(X1) + V(X2)

Hence Xi — Xo ~ N(0, /0% +03,) =N (o, \/m) =N (o, \/%)
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Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(e) What is the probability that the difference of net weights of two packs is
lower or equal than two grams? X, Xo ~ N/(505, 5)
Q: P(|Xi —X| <2)=P(-2< Xi — X2 < 2)
Xo ~ N(px, — p1x,), 03—, = / V(X1 — Xz)
V(Xi — Xo) = V(X)) + V(=X2) = 12 V(X)) + (—1)2 V(X) =
V(X1) + V(X2)

Hence Xi — X, ~ N (0, /0%, +0%,) =N (0,v25+25) = " (0, v50)
(X1 = Xz) -0
V50

=Z= ~ N(0,1)
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Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(e) What is the probability that the difference of net weights of two packs is
lower or equal than two grams? X, Xo ~ N/(505, 5)
Q: P(|Xi —X| <2)=P(-2< Xi — X2 < 2)
Xo ~ N(px, — p1x,), 03—, = / V(X1 — Xz)
V(Xi — Xo) = V(X)) + V(=X2) = 12 V(X)) + (—1)2 V(X) =
V(X1) + V(X2)

Hence Xi — X, ~ N (0, /0%, +0%,) =N (0,v25+25) = " (0, v50)
(X1 —X2)—0
V50
P(~2< X — X <2) = P(Xi — X < 2) — P(X — X < —2)

=Z= ~ N(0,1)
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Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(e) What is the probability that the difference of net weights of two packs is
lower or equal than two grams? X, Xo ~ N/(505, 5)
Q: P(|Xi —X| <2)=P(-2< Xi — X2 < 2)

Xo ~ N(px, — p1x,), 03—, = / V(X1 — Xz)
V(Xi — Xo) = V(X)) + V(=X2) = 12 V(X)) + (—1)2 V(X) =
V(X1) + V(X2)

Hence Xi — X, ~ N (0, /0%, +0%,) =N (0,v25+25) = " (0, v50)
(X1 = Xz) -0
V50
Xo <2)=P(Xi — X2 <2) — P(X; — X2 < —2)

=Z= ~ N(0,1)
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Example 6 (from last Thursday)

The net weight of a pack of coffee (500 grams) is a normally distributed RV
with parameters p = 505 grams and o = 5 grams.

(e) What is the probability that the difference of net weights of two packs is
lower or equal than two grams? X, Xo ~ N/(505, 5)
Q: P(|Xi —X| <2)=P(-2< Xi — X2 < 2)
Xo ~ N(px, — p1x,), 03—, = / V(X1 — Xz)
V(Xi — Xo) = V(X)) + V(=X2) = 12 V(X)) + (—1)2 V(X) =
V(X1) + V(X2)

Hence Xi — X, ~ N (0, /0%, +0%,) =N (0,v25+25) = " (0, v50)
(X1 = Xz) -0

=7= ~ N(0,1
= (0,1)
P(-2< X —Xo <2) = P(Xi — X2 <2) — P(X; — X2 < —2)
2—0 —2—-0
P(Zg 50)7/3 zZ< ﬁo)
(Z <0.28) — P(Z < —0.28) = 0.6103 — 0.3897 = 0.2206
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Let Z ~ N(0,1). For cumulative density of the RV X = Z* we have:
@ FIX)=P(X<X)=P(Z2<Xx)=P(|1z2| < VX)=P(—/x<Z<
VX) = G(vX) — G(=v/X)
where G is the cumulative density of Z. So
® 1(x)=F(x) = }x % G(VX) ~ (-)x~

1

L G(-VX)
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Let Z ~ N(0,1). For cumulative density of the RV X = Z* we have:
@ FIX)=P(X<X)=P(Z2<Xx)=P(|1z2| < VX)=P(—/x<Z<
VX) = G(VX) — G(—v/X)

where G is the cumulative density of Z. So

@ f(X)=F(x)= 1x 2 - G(VX) — (—1)x % - G (—vX)
_1 1 1

X"z S-exp(—3) + 53X 2 - Z—exp(—3)

ﬁ
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Let Z ~ N(0,1). For cumulative density of the RV X = Z* we have:
@ FX)=P(X<x)=P(Z2<x)=P(|z] < VX)=P(—/x < Z<
VX) = G(VX) — G(—V/X)
where G is the cumulative density of Z. So
@ f(x)=F'(x)=ix 2 -G (VX) — (—1)x 2 - G(~VX)
1

_1 1 1 X~ 2 exp(—%)

xz.exp(—3) +3x 72 - -exp(—§)= — /=

1

ﬁ
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Let Z ~ N(0,1). For cumulative density of the RV X = Z* we have:
@ FIX)=P(X<X)=P(Z2<Xx)=P(|1z2| < VX)=P(—/x<Z<
VX) = G(VX) — G(—V/X)
where G is the cumulative density of Z. So
1

® f(x) = F'(x) = 5x72 - G(VX) — (—3)x 2 - G'(-VX)
_1 X
— xS ep(— ) + xS exp(—)= A2

@ Apparently: I(3) = /7 and X = Z? has a Gamma-distribution with

parameters A = } (3 =2) and a = }




Chi-squared distribution

e Chi-squared distribution
@ Basics
@ Applications
@ Examples



Chi-squared distribution
[ ]




Chi-squared distribution
[ ]
Basics

If X1, X, ..., Xnare ID, X; ~ N(0,1), then x2 & X2 + X2 + ... + X2




Chi-squared distribution
[ ]
Basics

If X1, X, ..., Xnare ID, X; ~ N(0,1), then x2 & X2 + X2 + ... + X2

@ has a Gamma-distribution with parameters e = n/2 and A = 1/2
(8=2)




Chi-squared distribution
[ ]
Basics

If X1, X, ..., Xnare ID, X; ~ N(0,1), then x2 & X2 + X2 + ... + X2

@ has a Gamma-distribution with parameters e = n/2 and A = 1/2
(8=2)

@ This distribution is also called a Chi-squared distribution with n degrees
of freedom




Chi-squared distribution
[ ]
Basics

If X1, X, ..., Xnare ID, X; ~ N(0,1), then x2 & X2 + X2 + ... + X2

@ has a Gamma-distribution with parameters e = n/2 and A = 1/2
(8=2)

@ This distribution is also called a Chi-squared distribution with n degrees
of freedom

Notation x* ~ x4




Chi-squared distribution
[ ]
Basics

If X1, X, ..., Xnare ID, X; ~ N(0,1), then x2 & X2 + X2 + ... + X2

@ has a Gamma-distribution with parameters e = n/2 and A = 1/2
(8=2)
@ This distribution is also called a Chi-squared distribution with n degrees
of freedom
Notation x* ~ x4
Book: Table A5: X s.t. P(f > x) = « for several values of v (f degrees of
freedom) and o
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Applications

Estimation of o

Let X1, Xz, ..., Xn ~ N(u, o) IDD with known p and unknown o
Then Z = X ~ N(0,1)

=77 = Uil 2
def
:>X2é27:1 21'2:#27:1()(:‘*u)2~x%
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Let Xi, Xz, ..., Xo ~ N(u, o) IDD with © = 5 and unknown o. The
realizations for Xi, ..., Xs are 3.5, 5.7, 1.2, 6.8, and 7.1. What values of o
are reasonable?
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Let Xi, Xz, ..., Xo ~ N(u, o) IDD with © = 5 and unknown o. The
realizations for Xi, ..., Xs are 3.5, 5.7, 1.2, 6.8, and 7.1. What values of o
are reasonable?

ef
Let £ 5 520 (X — p)?
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@ Table A5: P(x* > 12.832) = 0.025 and P(x* > 0.831) = 0.975

@ So (fill the realization for x* :) P(0.831 < 2483 < 12.832) =
0.975 — 0.025 = 0.95 < P(0? € [1.935,29.88]) = 0.95
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@ Table A5: P(x* > 12.832) = 0.025 and P(x* > 0.831) = 0.975

@ So (fill the realization for x* :) P(0.831 < 2483 < 12.832) =
0.975 — 0.025 = 0.95 < P(0? € [1.935,29.88]) = 0.95
< P(o € [1.391,5.466]) = 0.95
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0.975 — 0.025 = 0.95 < P(0? € [1.935,29.88]) = 0.95
< P(o € [1.391,5.466]) = 0.95

Apparently reasonable values for o are between 1.391 and 5.466. We call
[1.391,5.466] a 95 % confidence interval for o
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Example 7

Let Xi, Xz, ..., Xo ~ N(u, o) IDD with © = 5 and unknown o. The
realizations for Xi, ..., Xs are 3.5, 5.7, 1.2, 6.8, and 7.1. What values of o
are reasonable?

Let x2 & 5 52 (X — p)?

= L((—1.57 + (0.7 + (—3.8)° + (1.8)° + (2.1)7) = &

@ Table A5: P(x* > 12.832) = 0.025 and P(x* > 0.831) = 0.975

@ So (fill the realization for x* :) P(0.831 < 2483 < 12.832) =
0.975 — 0.025 = 0.95 < P(0? € [1.935,29.88]) = 0.95
< P(o € [1.391,5.466]) = 0.95

Apparently reasonable values for o are between 1.391 and 5.466. We call
[1.391,5.466] a 95 % confidence interval for o
Similarly, [1.935,29.88] is a 95 % confidence interval for o
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n

D (X —py?

i=1
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Example 8: What if 1 is unknown as well?

Data: Xi, Xz, ..., Xo ~ N(u, o) IDD with p, o unknown.
Some calculation show:

n n

SO — ) =3 (6~ B) + (X — )P

i=1 i=1

=3 (=R +2) (0 - RX - ) + Y (X )




Chi-squared distribution
oe

Examples

Example 8: What if 1 is unknown as well?

Data: Xi, Xz, ..., Xo ~ N(u, o) IDD with p, o unknown.
Some calculation show:

DK== (6 —X)+ (X - )y

i=1 i=1

=3 (=R +2) (0 - RX - ) + Y (X )

=S RP - (% )
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Data: Xi, Xz, ..., Xo ~ N(u, o) IDD with p, o unknown.
Some calculation show:

n n

S (X= 7 =37 (06 = X) + (X = )
=3 - R 423 (6 - RE - )+ D (% - )
i=1 i=1 i=1
=S 00— R 4 (R )

Now, since s* = 1= 37 (x; — X)?, we have
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Data: Xi, Xz, ..., Xo ~ N(u, o) IDD with p, o unknown.
Some calculation show:

n n

SO — ) =3 (6~ B) + (X — )P

=3 - R 423 (6 - RE - )+ D (% - )
i=1 i=1 i=1
=S 00— R 4 (R )

Now, since s* = 1= 37 (x; — X)?, we have

1 « 2 —1).5° X—p)?
5 - = 2 4 gl
=1

~x3
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Example 8: What if 1 is unknown as well?

Data: Xi, Xz, ..., Xo ~ N(u, o) IDD with p, o unknown.
Some calculation show:

n n

SO — ) =3 (6~ B) + (X — )P

=3 - R 423 (6 - RE - )+ D (% - )
i=1 i=1 i=1
=S 00— R 4 (R )

Now, since s* = 1= 37 (x; — X)?, we have

1 ¢ 2 —1)-2 X—p)? v o
D (=)t = O Col o X = 150~ N, )
i=1

~x3
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Data: Xi, Xz, ..., Xo ~ N(u, o) IDD with p, o unknown.
Some calculation show:

n n

SO — ) =3 (6~ B) + (X — )P

=3 - R 423 (6 - RE - )+ D (% - )
i=1 i=1 i=1
=S 00— R 4 (R )

Now, since s* = 1= 37 (x; — X)?, we have

1 ¢ 2 —1)-2 X—p)? v o
D (=)t = O Col o X = 150~ N, )
i=1

~x3
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Example 8: What if 1 is unknown as well?

Data: Xi, Xz, ..., Xo ~ N(u, o) IDD with p, o unknown.
Some calculation show:

n n

SO — ) =3 (6~ B) + (X — )P

=3 - R 423 (6 - RE - )+ D (% - )
i=1 i=1 i=1
=S 00— R 4 (R )

Now, since s* = 1= 37 (x; — X)?, we have

1 ¢ 2 —1)-2 X—p)? v o
D (=)t = O Col o X = 150~ N, )
i=1

~x3

K=p? _ (x=u )2 _ .2
= e = (U/J%) ~ X
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Example 8: What if 1 is unknown as well?

Data: Xi, Xz, ..., Xo ~ N(u, o) IDD with p, o unknown.
Some calculation show:

n n

SO — ) =3 (6~ B) + (X — )P

=3 - R 423 (6 - RE - )+ D (% - )
i=1 i=1 i=1
=S 00— R 4 (R )

Now, since s* = 1= 37 (x; — X)?, we have

1 ¢ 2 —1)-2 X—p)? v o
D (=)t = O Col o X = 150~ N, )
i=1

~x3

< > 2
= (:(27\‘/); = (;(/‘\/“ﬁ) ~ %% = the statistics
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Example 8: What if 1 is unknown as well?

Data: Xi, Xz, ..., Xo ~ N(u, o) IDD with p, o unknown.
Some calculation show:

n n

SO — ) =3 (6~ B) + (X — )P

i=1 i=1

=3 00— %P 23 (6 - X)X — ) + (X — )
i=1 i=1 i=1
=S 00— R 4 (R )

Now, since s* = 1= 37 (x; — X)?, we have
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Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable




Chi-squared distribution
Examples

Example 7 (b)
Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable
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Example 7 (b)

Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable
Let 2 & =0 32 | =8

X=1(85+57+12+68+7.1)=4.86
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Example 7 (b)

Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable
Let 2 & =0 32 | =8

X=1(85+57+12+68+7.1)=4.86
(n—1)s =37, (xi — x)? = 24.732
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Example 7 (b)
Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable

Lot o & =02 2 | 2

X = 3(35+57+12+68+71):4.86
(n—1)s% = 37 (x; — X)? = 24.732
:>X2: 2407232
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Example 7 (b)
Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable

Lot o & =02 2 | 2

X = 3(35+57+12+68+71):4.86
(n—1)s% = 37 (x; — X)? = 24.732
:>X2: 2407232

@ Construct a 95% confidence interval for o :
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Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable

Lot o & =02 2 | 2

g(35+57+1 2+68+71)=486
1)s% =S (xi — X)? = 24.732
_ 24.732

o2

2

X =
(n—
=
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@ Construct a 95% confidence interval for o :
@ Table A5: P(x* > 11.143) = 0.025 and P(x* > 0.484) = 0.975
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Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable

Lot 2 & -0 2
g(35+57+12+68+71):4,86

1)s2 = 327 (x; — X)? = 24.732
— 24.732

o2

@ Construct a 95% confidence interval for o :

@ Table A5: P(x* > 11.143) = 0.025 and P(x* > 0.484) = 0.975
= P(0.484 < 24.732/02 < 11.143) = 0.95

X =
(n—
= 32

>
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Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7,1.2,6.8, and 7.1. What values of o are reasonable

2def(n 1)s? 2 2

o2~ Xn—1 = Xa
g(35+57+1 2+68+71)=486
1)s% =37 (xi — x)? = 24.732

2 24.732
o2

@ Construct a 95% confidence interval for o :
@ Table A5: P(x* > 11.143) = 0.025 and P(x* > 0.484) = 0.975

= P(0.484 < 24.732/0% < 11.143) = 0.95
= P(24.732/11.143 < 0% < 24.732/0.484) = 0.95

Let x

X =
(n—
=

>
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Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7,1.2,6.8, and 7.1. What values of o are reasonable

2def(n 1)s? 2 2

o2~ Xn—1 = Xa
g(35+57+1 2+68+71)=486
1)s% =37 (xi — x)? = 24.732

2 24.732
o2

@ Construct a 95% confidence interval for o :

@ Table A5: P(x* > 11.143) = 0.025 and P(x* > 0.484) = 0.975
= P(0.484 < 24.732/02 < 11.143) = 0.95
= P(24.732/11.143 < 02 < 24.732/0.484) = 0.95

95% Cl for 02: [24.732/11.143,24.732/0.484] = [0.220, 51.0999]
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Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable

Lot 2 & -0 2
g(35+57+12+68+71):4,86

1)s2 = 327 (x; — X)? = 24.732
— 24. 7232

@ Construct a 95% confidence interval for o :

@ Table A5: P(x* > 11.143) = 0.025 and P(x* > 0.484) = 0.975

= P(0.484 < 24.732/0% < 11.143) = 0.95
= P(24.732/11.143 < 0% < 24.732/0.484) = 0.95

95% Cl for 02: [24.732/11.143,24.732/0.484] = [0.220, 51.0999]
95% Cl for o2 [1.490,7.148]

X =
(n—
= 32
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Let Xi, Xz, ..., Xn ~ N (1, o) IDD with = 5 and unknown o. The realizations
for Xi, ..., Xs are 3.5,5.7, 1.2, 6.8, and 7.1. What values of o are reasonable

Lot o & =02 2 | 2

g(35+57+1 2+68+71)=486
1)s% =S (xi — X)? = 24.732
_ 24.732

o2

X =
(n—
= 32

>

@ Construct a 95% confidence interval for o :

@ Table A5: P(x* > 11.143) = 0.025 and P(x* > 0.484) = 0.975

= P(0.484 < 24.732/0% < 11.143) = 0.95
= P(24.732/11.143 < 0% < 24.732/0.484) = 0.95

95% Cl for 02: [24.732/11.143, 24.732/0.484] = [0.220, 51.0999]

95% Cl for o: [1.490, 7.148]

Important!: These calculations use the fact that X;s are normally distributed. If
it is not the case, we cannot use x>-distributions!




